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Problem

Few-Shot In-Context 
Imitation Learning

Leverage understanding of large models
- Via video retrieval and understanding
- No Finetuning
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Related Works
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1. Get Videos: Record Anywhere, from Multiple Views

● Multiple rooms, multiple buildings, and even outside
● Chest camera, head camera or a third person camera
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Single Unlabelled Video 
with less 

clutter/distractors
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Gemini Pro 1.5 flash



Google Search as of 1/31/2025
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For Scene Semantics + Geometry
Only using first video frame



CLIPSeg
Only attend to static BG: Table, Wall, 

Floor + Delete Arm, Person, Hand 13

Visual Scene Keypoints

Patch2Pix
Keypoints

NpatchxD->Cluster->NPixxD TAPIR - Keypoint trackingViT

First Video Frame

Get Keypoints in the remaining frames



H-Demo: First Frame + Test Frame 
Frame-1->Frame-2,........

Rel Camera TF

https://nianticlabs.github.io/mickey 
[CVPR2024 Oral]

https://nianticlabs.github.io/mickey
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HaMeR: Automatic non-hand frame elimination
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HaMeR: Automatic non-hand frame elimination
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Human Hand -> Gripper



Chest Camera Movement & Scene as a fixed point cloud
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3D Trajectory = KAT(3D Visual Keypoints)

3D Traj for gripper movement 

No Finetuning
Use off the shelf LLMs’ in context 
learning (few-shot) ability
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Hardware

WristCam 415; not used in the work

Human 455

Sawyer Robot with fixed base



Tasks

12 Everyday Tasks



Baselines

10 episodes (runs)



 Spatial, Language and Distractors generalisation 
Gripper trajectories move from red to blue.

10 episodes (runs)5 episodes (runs)5 episodes (runs)



Can R+X learn task sequentially over time?

10 demos for 3 new tasks

��



Success rate on  Seen & Unseen Objects



Examples of keypoints extracted for the same tasks, but with 
different views, settings, and target objects



Gemini
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Takeaways

High time to use the reasoning capability of Large Multi Modal 
Models (LMMs)

Leverage LMMs’ few-shot in context learning ability for 
generalization purposes

Latent plan pre-training benefits multi-task learning. 
[MimicPlay, LAPA]

Similarly, nuanced inputs like Keypoints are good for 
generalization instead of direct RGBD or text



Questions?
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