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Apart from the CVPR authors,
Did anyone get a chance to go 

over the paper?
29 Pages, arxiv paper

Included main contents here 
For experiments results, please refer to the paper

I will try to answer to the best of what I understood😊
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Idea: Learn Actions from Videos
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Idea: Learn Actions from Videos
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Idea: Learn Actions from Videos

VA ❌ 
VLA ✅

Problem Formulation. Build a generalist robotic foundation model from 
human motion videos without action labels.



Robot Policies 
from Videos
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Related Work

VLA

Latent Actions

● Extend VLMs by fine-tuning them 
on robotic action data to improve 
physical grounding

● Incorporate auxiliary objectives, 
such as visual traces, language 
reasoning paths 

● Construct a conversational-style 
instruction dataset using robot 
trajectory

● Heavily rely on labeled action data
● LAPA doesn’t need action data

● Most raw videos do not contain any 
action labels 

● Learn useful visual priors 
● Learn robot manipulation policies 

by retargeting human motions to 
robot motions. These works rely on 
off-the-shelf models such as hand 
pose estimators or motion capture 
systems to retarget the human 
motions directly to robot motions.

● These works either learn only 
task-specific policies or require 
large in-domain perfectly aligned 
human-robot data

● Whereas LAPA allows learning the 
mapping directly from perception 
to control during pretraining.

Unlike other works that leverage latent actions by converting ground-truth actions 
into latent to capture better multimodality and task semantics, LAPA derives latent 
actions directly from observations, not ground-truth actions.

LAPA
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Overview

2 Pretraining 
Stages

Fine-tuning to map the latent actions 
to real robot actions
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1. Latent Action Quantization
● Use a VQ-VAE based objective to capture the 

discretized latent delta information between 
consecutive frames in a video

For in-depth details:  Oord et al. Neural Discrete 
Representation Learning, NeurIPS 2017

https://www.youtube.com/watch?v=_GD18kRQk0A

 Aim: Learn to tokenize atomic actions without requiring predefined 
action priors (e.g., end-effector positions, joint positions)

VQ 
(Cobebook)

https://paperswithcode.com/paper/neural-discrete-representation-learning
https://paperswithcode.com/paper/neural-discrete-representation-learning
https://www.youtube.com/watch?v=_GD18kRQk0A


1. Latent Action Quantization (Model)

C-Vi-ViT
Aka

‘Phenaki’
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2. Latent Pretraining
● Perform behavior cloning 

○ by pretraining a Vision-Language Model
○ to predict latent actions derived from the 

first stage. GT: ( zt = f(xt, xt+1) )
○ based on video observations and task 

descriptions

Vision 
Encoder

Text 
Encoder

❄ Instead of using the existing 
language model head of the 
VLM,  attach a separate 
latent action head 
(MLP-LAH) of vocab size |C|.

VLM: 7B Large World Model (LWM-Chat-1M)
https://largeworldmodel.github.io

Applied mechanism is given

MLP-LAH

Goal: min || zt_hat - zt ||2zt_hat 

https://largeworldmodel.github.io
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3. Finetuning
● VLAs pretrained to predict latent actions are not directly executable 

on real-world robots since latent actions are not actual delta 
end-effector actions or joint actions.

● To map latent actions to actual robot actions, LAPA is finetuned LAPA 
on a small set of labeled trajectories that contain ground truth actions 
(delta end-effector)

○ Fine-tune the model 
■ on a small-scale robot manipulation dataset with robot 

actions 
■ to learn the mapping from the latent actions to robot 

action

From authors, “We 
broadly refer to 
models having gone 
through latent 
pretraining as 
LAPA”. 

Vision 
Encoder

Text 
Encoder

❄ Discard the latent action 
head (a single MLP layer) and 
replace it with a new action 
head (MLP-AH) to generate 
ground truth actions

MLP-AH
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LAPA
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Experiments: Datasets

https://interactive-language.github.io
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Experiments: Datasets

https://simpler-env.github.io Released: 05/24
Citations: 19



15

Experiments: Datasets

https://rail-berkeley.github.io/bridgedata

https://rail-berkeley.github.io/bridgedata
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Experiments: Setups
440K Real world trajectories

181K 
Simulation 
trajectories

4 diff eval tasks 4 diff real world tasks
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Pretraining & Finetuning Datasets
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Results



19

Results
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Latent Action Analysis
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Latent Action Analysis

Something-Something V2 dataset: 
https://www.qualcomm.com/developer/software/something-something-v-2-dataset

https://www.qualcomm.com/developer/software/something-something-v-2-dataset
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Latent Action Analysis
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Latent Action Analysis

Surprisingly can act as a potential world model

GT LAPA
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Limitations

LAPA underperforms compared to action pretraining when it 
comes to fine-grained motion generation tasks like grasping. 
Increasing the latent action generation space could help 
address this issue.

Latency challenges during real-time inference. Adopting a 
hierarchical architecture, where a smaller head predicts 
actions at a higher frequency, could potentially reduce latency 
and improve fine-grained motion generation. 

The application of LAPA beyond manipulation videos, such as 
those from self-driving cars, navigation, or landscape scenes 
need to be explored.
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Takeaways
● Same as Mimic-Play

○ Learning latent plans from human play data 
significantly improves performance.

○ Latent plan pre-training benefits multi-task 
learning.

● LAPA
○ A scalable pretraining method for building VLAs 

using actionless videos. 
○ A state-of-the-art VLA model that surpasses 

current models trained on 970K action-labeled 
trajectories.

○ LAPA can be applied purely on human manipulation 
videos, where explicit action information is absent, 
and the embodiment gap is substantial.



Questions?
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