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Coming back to the Title

Improving Language 
Understanding by Generative 

Pre-Training



Language Understanding
• Natural language understanding comprises a wide range of diverse tasks such 

as
• Textual entailment - involves determining the directional relationship between two 

pieces of text . The goal is to determine if the hypothesis (Text2) is entailed (true), 
contradicted (false), or neutral with respect to the premise (Text1).

• Y = TE(Text1, Text2)
• Y ∈ {Entail, Neutral, Contradiction}
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Image: https://www.oreilly.com/content/textual-entailment-with-tensorflow



Language Understanding
• Natural language understanding comprises a wide range of diverse tasks such 

as
• Question answering - is a task where a system is given a question in natural language 

and a set of documents or text as context, and it is expected to return the correct 
answer to the question.

The goal of QA is to understand the question and find the answer 
within the context.

Image: https://www.deepset.ai/blog/modern-question-answering-systems-explained



Language Understanding
• Natural language understanding comprises a wide range of diverse tasks such 

as
• Semantic similarity assessment - involves determining the similarity between two 

pieces of text. The goal is to measure how closely related the meaning of two texts are.
• Document classification - involves assigning predefined categories or labels to a given 

document. The goal is to automatically classify documents into one or more predefined 
categories based on their content.

Semantic similarity 
Sentence 1: "The cat sat on the mat"
Sentence 2: "A feline was resting on a rug"

Image: https://www.docsumo.com/blog/auto-document-classification



Labeled Vs Unlabeled Text Data

Image: https://music-classification.github.io/tutorial/part4_beyond/semi-supervised-learning.html

Can we leverage the vastly present unlabeled data to build a robust 
language model for language understanding?



Discriminative Vs Generative 
Models

Image: https://medium.com/@jordi299/about-generative-and-discriminative-models-d8958b67ad32

Supervised, not designed for  
unlabeled data

Natural use of unlabeled data



Related Work Vs GPT(1)
Semi-supervised learning for NLP

Word/Phrase/Sentence Level
High Level semantics

Unsupervised pre-training
Find a good initialization point instead of 

modifying the supervised learning
objective.

Auxiliary training objectives (ATO)
Task oriented

Performs unsupervised pretraining

ATO is used but unsupervised pre-training
already learns several linguistic aspects 

relevant to target tasks

GPT



GPT Framework

Stage-2: Supervised 
fine-tuning

Stage-1: Unsupervised 
pre-training



Stage-1: Unsupervised pre-training

Transformer decoder
https://arxiv.org/pdf/1801.10198.pdf 



Stage-2: Supervised fine-tuning

Including language modeling as an auxiliary objective to the fine-tuning
helped learning by (a) improving generalization of the supervised model, and (b) 

accelerating convergence. 

Assumption: A labeled dataset C, where each 
instance consists of a sequence of input 
tokens, x1 , . . . , xm, along with a label y

maximize:



Task-specific input transformations

These input transformations 
allow to avoid making extensive 
changes to the architecture across 
tasks

All transformations include adding 
randomly initialized start
and end tokens (<s>, <e>)

delimiter token ($)

document z, a question q, and a 
set of possible answers {a_k}. 
[z; q; $; a_k ]



Experiments

• Unsupervised pre-training 
• Dataset: BooksCorpus dataset
• > 7,000 unique unpublished books from a variety of genres including 

Adventure, Fantasy, and Romance
• Crucially, it contains long stretches of contiguous text, which allows the 

generative model to learn to condition on long-range information.
• 1B Word Benchmark - approximately the same size - shuffled at a 

sentence level - achieved low token level perplexity of 18.4

https://towardsdatascience.com/perplexity-intuition-and-derivation-105dd481c8f3



Model specifications



Fine-tuning details



Tasks and Datasets



Results on NLI tasks (Metric: Accuracy)

5x indicates an ensemble of 5 models.



Results on question answering and 
commonsense reasoning

9x means an ensemble of 9 models.



Results



Analysis



Ablation Study



Ablation Study



Conclusion

• GPT(1) - a framework for achieving strong natural language 
understanding with a single task-agnostic model through 
generative pre-training and discriminative fine-tuning.

• State of the art on 9 of the 12 datasets mentioned.
• Using unsupervised (pre-)training to boost performance on 

discriminative tasks has long been an important goal of Machine 
Learning research.

• This paper suggests that achieving significant performance gains is 
indeed possible, and offers hints as to what models (Transformers) 
and data sets (text with long range dependencies) work best with 
this approach.



Questions?


