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Motivation: Few-shot object classification 
in cluttered robotic environments

Clutter SceneA sample robotics environment

Goal: A robot should identity various (daily) objects in clutter scenes
Our approach: Object Classification using Few-Shot Learning



Motivation: Few-shot object classification in 
cluttered robotic environments

J. J. P. et al., "FewSOL: A Dataset for Few-Shot Object Learning in Robotic Environments," ICRA, London, 2023.

Observation: Vision+Language models (CLIP and it’s related work) outperform the existing few shot vision only methods 
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Our proposed Proto-CLIP model learns a joint embedding space of 
images and text, where image prototypes and text prototypes are 

learned using support sets for few-shot classification.

Our Idea



Related Vs Ours

Zhang et. al. Tip-Adapter: Training-Free Adaption of CLIP for Few-Shot Classification.
In Computer Vision – ECCV 2022: 17th European Conference, Tel Aviv, Israel



Model Overview

Overview of our proposed Proto-CLIP model. The CLIP image encoder and text encoder are frozen 
during training ❄. The image memory, the text memory and the adapter network are learned 🔥. 



Barnes-Hut t-SNE visualization using the FewSOL dataset 

(a) Image and text prototypes from zero-shot CLIP, which are not aligned.

(b) Aligned image and text prototypes from Proto-CLIP-F.



Few-shot classification results on different 
datasets using the ResNet50 backbone

Proto-CLIP performs poorly in low shots setting but as shots increase 
the performance improves w.r.t. to other baseline models.



Ablation Study: Adapter vs Dataset 

Observation: 🌐 Different datasets 📊 behave differently on various adapters🔌

Ablation Study: Loss vs Dataset 

L1 := Classification Loss
L2 := Image Prototype to Text Prototype Distance Loss
L3 := Text Prototype to Image Prototype Distance Loss InfoNCE Loss

Observation: 🔄 Overall, all three losses ⚖ are required to achieve better performance 🚀.



Ablation Study: Different CLIP Backbones 

Ablation Study: Out of Distribution (OOD)

Observation: 🚀 Bigger Vision Transformers deliver superior performance 🌟

Observation: 🏆 Performs on par with the previous best Tip-A for out-of-distribution (OOD) datasets 🌍.



Real World Use Case
Joint Object Segmentation and Few-Shot Classification (JOS+FSC) with Object Grasping

🤖 The Fetch robot picks up the object commanded by a user, using classification results from Proto-CLIP 🧠🔍



Real world: 8 sets, each containing 4 different real world objects



JOS+FSC (Proto-CLIP-F | FewSOL-198)



JOS+FSC (Proto-CLIP-F | FewSOL-198)



JOS+FSC (Proto-CLIP-F | FewSOL-198)



JOS+FSC (Proto-CLIP-F | FewSOL-198)



Contributions
● We introduce Proto-CLIP, a new prototypical network that 

leverages large-scale vision-language models like CLIP 🖼📝.
● We've reported its performance across 12 diverse datasets 
🌍📊 and conducted real-world testing on a Fetch mobile 
manipulator 🤖, where Proto-CLIP identifies and grasps 
objects in cluttered scenes 🧩✋. 

● Overall, Proto-CLIP excels in few-shot recognition 🔍 
compared to existing methods.

🙏 See you at Poster 4.05!


